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Abstract

 

A design for an implemented, prototype wearable artificial
sensory system is presented which uses data sonification to
compensate for normal limitations in the human visual sys-
tem. The system gives insight into the complete visible-light
spectra from objects being seen by the user; long-term wear
and consequent training might lead to identification of vari-
ous visually-indistinguishable materials based on the sounds
of their spectra. A system design is presented, and some pos-
sible extensions to both the sonification and the sensor pack-
age are discussed.

 

Introduction

 

Normal humans are trichomats [1], meaning that almost
any three wavelengths of light, if their amplitudes are adjust-
ed correctly, can be made to look like some particular color.
(For example, this is the principle behind the red, green, and
blue pigments in a CRT, and is the reason why people who
lack one or more of the three color-vision systems are called
"colorblind.") A sketch of this idea is below.

The system described here instead acts like a spectrome-
ter, and, unlike the human eye, cannot be fooled by such a
small number of wavelengths. Instead, it images in 128 wave-
lengths in the visible spectrum -- and, optionally, another 128
wavelengths in the near-infrared -- then uses sonification to
make the resulting histogram of wavelength vs amplitude ac-
cessible to its user. It uses sonification, rather than a visual

 

display, to keep the user's visual field uncluttered, and to en-
able a sort of artificial synesthesia.

The system is wearable. It sits on the side of the user's
head, and images a patch of his or her environment about two
degrees wide (the same width as the fovea), aimed in the di-
rection that the user's head is pointed. (Full eye-tracking is too
intrustive and too cumbersome to justify [6].) A prototype
version of the system is pictured below.

 

Applications

 

The system’s wearability makes it possible to use the sys-
tem most of the time, and to learn the mapping between ma-
terials commonly encountered and their sounds. This in turn
may allow the user to identify what things are made of, or
whether objects have undergone a change. (For example,
imagine looking at a car and saying, "Well, it looks like metal,
but sounds like painted plastic," or looking at one's lawn and
saying, "Hey, the grass sounds funny today -- is it sick?")

In addition, there are several other applications, such as
seeing through camouflage (the jeep which is painted like the
jungle is 

 

not

 

 painted with the actual jungle), or scientific ap-
plications (certain skin cancers have unusual spectra com-
pared to other types of moles, for example). In general, any
time we have come up with different ways of looking at the
world, be they different timescales, different media (light vs
sound), or different electromagnetic wavelengths, we have
learned something. It is hoped that routine use of this device
may also reveal something unexpected.

Future extensions of the system to a wider electromagnetic
bandwidth (e.g., far-infrared and near-ultraviolet) promise to
improve its utility substantially. Designs that incorporate un-
usual, nonhuman senses -- such as a polarimeter (allowing
one to navigate like a honey bee, via the polarization of the
blue sky [5]), an RF-field sensor, or a magnetometer -- pos-
sess similar promise.



 

Sonification of the Spectral Data

 

At the moment, the sonification strategy is quite simple:
each visual wavelength imaged controls a corresponding au-
dio wavelength. The data is scaled logarithmically to match
human sensory characteristics and translated through various
calibration tables. Finally, the resulting collection of sine
waves at different frequencies and amplitudes is then simply
summed and presented to the user via headphones. A highly
conceptualized view of this system appears at the very start
of this paper, in the diagram above the abstract; a block dia-
gram of the actual system implemented appears below.

It is clear from the psychoacoustics literature [2][3][4],
however, that there are many better strategies for presenting
the data, and some of these methods will be incorporated into
future designs. For example, incorporating timbre into the in-
dividual frequencies, and slightly staggering their relative at-
tacks, should make it easier to differentiate various spectra.
In addition, because people can often remember 

 

where

 

 a giv-
en sound came from better than they can remember the indi-
vidual pitches that composed it, a more ambitious design, us-
ing a more powerful digital signal processor than is present in
the current system, would use stereo output channels and
would spatialize the resulting audio -- imagine wrapping a pi-
ano keyboard around your head. Other possible mechanisms
include turning the continuous stream of audio into plucked
notes (possibly plucked only when a significant change in vi-
sual input is detected), or using actual melodies to express
some of the spectral information.

 

Implementation

 

The optical input to the system is a tiny spectrometer, con-
sisting of a diffraction grating and a linear array of photo-
diodes, which detect the separated spectrum’s amplitude at
each wavelength. From there, the data is converted to digital
form and used as the basis of a polyphonic synthesis algo-
rithm, currently implemented via a TI 320C50 DSP, a 28 MI-
PS, fixed-point unit. (The DSP board, along with its A/D and
D/A converters, and other support electronics, is shown at
75% scale below. )

 

The actual input to the spectrometer is head-mounted, so
that it gathers light from a roughly foveal-sized (1-2 degrees
of arc) region based on where the user’s head is pointed. In
addition, the system surrounds the active region with laser
spots, which make the imaged area obvious, for use while the
user is learning to use the system. Once the user learns what
common surfaces sound like, the targeting spots may be
turned off -- the user can tell where the device is aimed just
by listening to it.

The system is undergoing continuous improvement and
redesign. Sonification is a critical part of its construction, and
experiments are ongoing in determining the best way to rep-
resent the sensory information.

 

Conclusions

 

An implemented system has been presented which is de-
signed to be constantly and ubiquitously worn by its user, and
can extend the sensory range of even normally sighted indi-
viduals by sonifying the complete visual spectra of objects in
the visual field. Careful attention to system design yields a
device small enough to be convenient, and hence used most
of the time. This presents a rich set of sensory data, making
creative sonification a challenging and rewarding task.

Many potential avenues for improvement remain to be ex-
plored, primary in two areas:

• Extending the sensory capabilities of the instrument, ei-
ther into nonvisual electromagnetic bandwidths, or by
adding different kinds of sensors entirely.

• Improving the sonification of the resulting sensor data.

Work is currently continuing on both these fronts. It is my
hope that this could spawn a number of efforts for the routine
sensory augmentation of ordinary humans with extraordinary
senses, and further work into the social impact of wearable
devices of many kinds.
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